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Principles and Values

Patient Clinician Social Interests

Autonomy Vulnerability and 
dependence

Expert opinion Whose opinion matters most

Beneficence Comfort and social 
support

Alleviation of suffering Who benefits and how much

Nonmaleficence Least harm Prevention of harm Who bears the brunt of 
negative outcomes of either 
decision

Justice Rights Allocation of resources Who is treated fairly



UNESCO’S 

15 

BIOETHICAL 

PRINCIPLES

A
Human Dignity 

and Human 

Rights

article 3

Autonomy and 

individual 

responsibility

5

Benefit and Harm        

4

Consent

6

Privacy and 

Confidentiality 

9

B Persons 

without 

Capacity to 

Consent 
7

Human 

vulnerability and 

personal integrity

8

Non-discrimination

11

Equality Justice 

and Equity

10

Respect for 

Cultural diversity 

12

C Solidarity and 

Cooperation 

13

Social 

Responsibility and 

Health 

14

Sharing of Benefits

15

Protecting 

Future 

Generations

16

Protecting 

Biodiversity, 

Biosphere and 

Environment

17



UNESCO’S 10 ETHICAL PRINCIPLES AI  
FOR AI 

Human Dignity 

and Human 

Rights

Do NO Harm Safety and 

Security 

Fairness and 

nondiscrimination

Privacy

Sustainability Human oversight 

and determination

Transparency and 

explainability 

Responsibility and 

accountability

Multistakeholder

collaboration and 

governance

Learning objective – list 5 Ethical Principles for AI 



Healthcare Obligation - Improve

Self Learning  (CME)

Systems Improvement  

(Quality 

Improvement)

Research  

(Knowledge)

Translational 

Implementation





https://code-medical-ethics.ama-assn.org/ethics-opinions/quality











https://abpn.org/wp-content/uploads/2023/11/ABPN-PIP-Handout.pdf



QUEST for 

the Ethics on 

personal use 

of AI 

 Identify the use of AI  (work aid, knowledge, 
decision support)

 Identify the ethical issues

 Question

 Data sources

 Data testing ( test, retest, validate, deploy, 
monitor)

 Data oversight 

 Data transparency

 Evaluate

 Own the responsibility 

 You have to do a risk benefit analysis of 
accepting or rejecting the AI recommendations

 Beware of reflexive acceptance or rejection of 
AI



Human Oversight
Multistakeholder Governance 

15

What is the 

committee 

structure

Who is on the 

committee (s)

What 

qualifications

What 

authorities
What funding 





ThorntonNeuroEthics.com
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