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Abstract

The development and deployment of artificial intelligence (AI) systems poses significant risks to society. To reduce these risks
to an acceptable level, Al companies need an effective risk management process and sound risk governance. In this paper,
we explore a particular way in which Al companies can improve their risk governance: by setting up an Al ethics board. We
identify five key design choices: (1) What responsibilities should the board have? (2) What should its legal structure be?
(3) Who should sit on the board? (4) How should it make decisions? (5) And what resources does it need? We break each
of these questions down into more specific sub-questions, list options, and discuss how different design choices affect the
board’s ability to reduce societal risks from Al. Several failures have shown that designing an Al ethics board can be chal-

lenging. This paper provides a toolbox that can help Al companies to overcome these challenges.
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1 Introduction

It becomes increasingly clear that state-of-the-art artificial
intelligence (AI) systems pose significant risks to society.
Language models like GPT-4 or Llama 2 can produce rac-
ist and sexist outputs [174], while image generation models
like Midjourney or DALL-E 3 can be used to create harmful
content such as non-consensual deepfake pornography [70,
175]. Malicious actors misuse Al systems to launch disin-
formation campaigns [36, 176] and conduct cyber-attacks
[67, 71]. Terrorists or authoritarian governments might even
use them to design novel pathogens and build biological
weapons [111, 142, 169]. Scholars and practitioners are
increasingly worried about the destructive potential of Al
[23, 40, 73].

To reduce these and other risks to an acceptable level, Al
companies need an effective risk management process. To
identify risks, they may use risk taxonomies [154, 174] or

< Jonas Schuett
jonas.schuett@ governance.ai

Ann-Katrin Reuel
anka@cs.stanford.edu

Alexis Carlier
alexis.carlier @governance.ai

1" Centre for the Governance of Al, Oxford, UK
2 Stanford University, Stanford, USA

Published online: 15 February 2024

incident databases [98]. To assess risks, they may run model
evaluations [91, 157] or conduct red-teaming exercises [58,
133]. And to mitigate risks, they may fine-tune their models
via reinforcement learning from human feedback (RLHF)
[43, 181] or strengthen their cybersecurity [10]. They may
also implement a risk management standard like the NIST
Al Risk Management Framework [117] or ISO/IEC 23894
[80]. In addition to that, they need sound risk governance
[15, 92]. For example, they may establish a board risk com-
mittee, appoint a chief risk officer (CRO), and set up an
internal audit function [146, 147]. In this paper, we explore
yet another way in which Al companies can improve their
risk governance: by setting up an Al ethics board.!

The term “ethics board” has not been properly defined in
the literature. As a first approximation, it can be defined as a
collective body intended to promote an organization’s ethical
behavior. To make this definition more concrete, we need to
specify the role that ethics boards might play in the corporate
governance of Al companies [44]. Simply put, a company is
owned by its shareholders, governed by the board of direc-
tors, and managed by the chief executive officer (CEO) and
other senior executives. For the purposes of this paper, the
board of directors, which has a legal obligation to act in the
best interest of the company (so-called “fiduciary duties”),

! This paper focuses on voluntary actions AI companies may take to
reduce societal risks from Al But we wish to emphasize that this will
not be sufficient. AI companies also need to be subject to domestic
regulation [5, 37, 95] and international oversight [74, 167].
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seems particularly important. The board sets the company’s
strategic priorities, is responsible for risk oversight, and has
significant influence over management (e.g., it can replace
senior executives) [44, 179]. Boards typically delegate some
of their most critical functions to specific board committees
(e.g., the audit committee, risk committee, and compensa-
tion committee) [27, 42, 87]. But since many members serve
on several boards and only work part-time, they benefit from
independent expert advice to fulfill their duties. Against this
background, we suggest that a defining function of ethics
boards is to advise and monitor the board of directors and
its committees on ethical standards and ethical issues related
to the board’s responsibilities.”

Ethics boards are common in many other domains. Most
research institutions have Institutional Review Boards
(IRBs), also known as Ethics Review Committees (ERCs)
or Research Ethics Committees (RECs), which review the
methods of proposed research on human subjects to protect
them from physical or psychological harm (e.g, during clini-
cal trials) [134]. They are particularly widespread in medical
research and the social sciences, but rare in computer sci-
ence [24, 82]. However, there are increasing calls that Al
companies should establish IRBs as well [29].

Some Al companies already have an Al ethics board. For
example, Meta’s Oversight Board makes binding decisions
about the content on Facebook and Instagram [51, 84, 126,
177]. Microsoft’s Al, Ethics and Effects in Engineering
and Research (AETHER) Committee advises their lead-
ership “on the challenges and opportunities presented by
Al innovations” [101]. Google DeepMind’s Responsibility
and Safety Council (RSC) is responsible for upholding their
Al principles [64] and overseeing their development and
deployment process [62, 63], while their AGI Safety Coun-
cil focuses on extreme risks that could arise from artificial
general intelligence (AGI) systems in the future [62]. These
examples show that Al ethics boards already have significant
practical relevance.

But there have also been a number of failures. Google’s
Advanced Technology External Advisory Council (ATEAC)
faced significant resistance after appointing Kay Coles
James, president of a rightwing think tank, and Dyan Gib-
bens, CEO of a drone company, as board members [135]. As
a consequence, the board was shut down only 1 week after
its announcement [1, 61, 135, 172]. Axon’s Al and Policing
Technologies Ethics Board was effectively discontinued in

2 Note that we interpret the terms “ethical standards” and “ethi-
cal issues” loosely. The remainder of the paper does not presuppose
a specific moral theory like deontology, consequentialism, or virtue
ethics. But as mentioned below, we are particularly interested in miti-
gating corporate behavior that causes severe societal risks (e.g, the
development and deployment of Al systems that can easily be mis-
used by malicious actors).

@ Springer

June 2022 after 3 years of operations [160]. Nine out of 11
members resigned after Axon announced plans to develop
taser-equipped drones to be used in schools without consult-
ing the board first [57].> These cases show that designing an
Al ethics board can be challenging. They also highlight the
need for more research.

Although there has been some research on Al ethics
boards, the topic remains understudied. The most important
work for our purposes is a whitepaper by Accenture [144].
They discuss key benefits of Al ethics boards and identify
key design questions. However, their discussion lacks both
breadth and depth. They discuss only a handful of design
considerations and do not go into detail. They also do not
focus on leading Al companies and risk reduction. Besides
that, there is some literature on the purpose [82, 108, 166]
and practical challenges of Al ethics boards [68, 134]. There
are also several case studies of existing boards, including
Meta’s Oversight Board [177] and Microsoft’s AETHER
Committee [115]. And finally, there is some discussion of
the role of Al ethics boards in academic research [24, 163].
Taken together, there seem to be at least two gaps in the
literature. First, there is only limited work on the practical
question of how to design an Al ethics board. Second, there
is no discussion of how specific design considerations can
help to reduce societal risks from Al In light of these gaps,
the paper seeks to answer two research questions (RQs):

e RQI: What are the key design choices that Al companies
have to make when setting up an Al ethics board?

e RQ2: How could different design choices affect the
board’s ability to reduce societal risks from AI?

The paper has two areas of focus. First, it focuses on
companies that develop state-of-the-art Al systems. This
includes medium-sized research labs (e.g., OpenAl, Google
DeepMind, and Anthropic) as well as big tech companies
(e.g. Meta, Microsoft, and Google).* We use the term “Al
company” or “company” to refer to them. Although we do
not mention other types of companies (e.g., hardware com-
panies), we expect that they might also benefit from our
analysis. Second, the paper focuses on the board’s ability
to reduce societal risks (see RQ2). By “risk”, we mean the
“combination of the probability of occurrence of harm and
the severity of that harm” [79].° In terms of severity, we

3 In late 2022, Axon announced their new ethics board: the Ethics &
Equity Advisory Council [EEAC], which gives feedback on a limited
number of products “through a racial equity and ethics lens” [19].

* Note that we are equally interested in companies that open-source
their models (e.g. Stability Al, Mistral Al, and Meta), deploy them
via an API (e.g. OpenAl and Anthropic), or anything in between
[152, 161].

5 Note that there are other risk definitions [16, 78, 97].
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focus on adverse effects on large groups of people and soci-
ety as a whole, especially threats to their lives and physical
integrity. We are less interested in financial losses and risks
to organizations themselves (e.g., litigation or reputation
risks). In terms of likelihood, we also consider low-prob-
ability, high-impact risks, sometimes referred to as “black
swans” [17, 88, 164]. The two main sources of harm (‘“haz-
ards”) we consider are accidents [4, 14] and cases of misuse
[6, 33, 60]. The paper does not mention other functions of an
ethics board that are not related to risk reduction (e.g., pro-
moting good outcomes for society). Although it would cer-
tainly be worth exploring these functions, they are beyond
the scope of this paper. In light of growing concerns about
large-scale risks from AI [23, 40, 73], we think our focus on
reducing societal risks is justified.

The remainder of the paper is organized around five key
design choices: What responsibilities should the board have
(Sect. 2)? What should its legal structure be (Sect. 3)? Who
should sit on the board (Sect. 4)? How should it make deci-
sions (Sect. 5)? And what resources does it need (Sect. 6)?
We break each of these questions down into more specific
sub-questions, list options, and discuss how they could affect
the board’s ability to reduce risks from Al. The paper con-
cludes with a summary of the most important design consid-
erations and suggestions for further research (Sect. 7).

2 Responsibilities

The first and most important design choice is what responsi-
bilities the board should have. We use the term “responsibil-
ity” to refer to the board’s purpose (what it aims to achieve),
its rights (what it can do), and duties (what it must do). The
board’s responsibilities are typically specified in its charter
or bylaws. In the following, we list five responsibilities that
existing Al ethics boards have: providing advice to leader-
ship (Sect. 2.1), overseeing the development and deploy-
ment process (Sect. 2.2), interpreting ethics principles (Sect.
2.3), taking measures against extreme risks (Sect. 2.4), and
selecting board members (Sect. 2.5). This list is clearly not
comprehensive and mainly serves illustrative purposes. We
therefore suggest a few additional responsibilities in the
Appendix. Note that we only focus on responsibilities that
would reduce societal risks from Al (see RQ2).

2.1 Providing advice to leadership

The ethics board could provide strategic advice to the board
of directors or senior management. For example, Microsoft’s
AETHER Committee is responsible for advising leadership
“on the challenges and opportunities presented by Al inno-
vations” [101]. The board could advocate against high-risk
decisions and call for a more prudent and wiser course.

Potential areas of advice include the company’s research
priorities, commercialization strategy, strategic partnerships,
or fundraising and M&A transactions.

Research priorities. Most Al companies have an over-
arching research agenda (e.g. Google DeepMind’s early bet
on reinforcement learning [158] or Anthropic’s focus on
empirical safety research [9]). This agenda influences what
projects the company works on. The ethics board could try to
influence that agenda. It could advocate for increasing focus
on safety and alignment research [4, 72, 116]. More gener-
ally, it could caution against advancing capabilities faster
than safety measures. The underlying principle is called “dif-
ferential technological development” [31, 124, 143].

Commercialization strategy. The ethics board could
also advise on the company’s commercialization strategy.
On one hand, it is understandable that Al companies want
to monetize their systems (e.g., to pay increasing costs for
compute [153]). On the other hand, commercial pressure
might incentivize companies to cut corners on safety [13,
113]. For example, Google famously announced to “recali-
brate” the level of risk it is willing to take in response to
OpenAl’s release of ChatGPT [65]. It has also been reported
that disagreements over OpenAlI’s commercialization strat-
egy were the reason why key employees left the company to
start Anthropic [173].

Strategic partnerships. Al labs might enter into strategic
partnerships with profit-oriented companies (see e.g., the
extended partnership between Microsoft and OpenAl [100])
or with the military (see e.g. “Project Maven”, Google’s
collaboration with the U.S. Department of Defense [45]).
Although such partnerships are not inherently bad, they
could contribute to an increase of risk (e.g. if they lead to
an equipment of nuclear weapons with Al technology [94]).

Fundraising and M&A transactions. Al companies fre-
quently need to bring in new investors. For example, in Janu-
ary 2023, it has been reported that OpenAl raised $10B from
Microsoft [75, 120]. But if new investors care more about
profits, this could gradually shift the company’s focus away
from safety and ethics toward profit maximization. The same
might happen if Al companies merge or get acquired. The
underlying phenomena is called “mission drift” [66].

The extent to which advising the board of directors or
senior management would reduce societal risks depends on
many different factors. It would be easier if the ethics board
has a direct communication channel to the board of direc-
tors, ideally to a dedicated risk committee. It would also
be easier if the board of directors is able to do something
about risks. They need risk-related expertise and governance
structures to exercise their power (e.g. a chief risk officer
[CRO] as a single point of accountability). But the board
of directors also needs to take risks seriously and be will-
ing to do something about them. This will often require a
good relationship between the ethics board and the board of
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directors. Inversely, it would be harder for the ethics board
to reduce risk if the board of directors mainly cares about
other things (e.g., profits or prestige), especially since the
ethics board is usually not able to force the board of direc-
tors to do something.

2.2 Overseeing the development and deployment
process

The ethics board could also be responsible for overseeing
the development and deployment process. For example,
Google DeepMind’s Responsibility and Safety Council
(RSC) makes recommendations about “whether to proceed
with the further development or deployment of a model,
and/or about the safety and ethics stipulations under which
a project should continue” [63].

Many risks are caused by accidents [4, 14] or the mis-
use of specific Al systems [6, 33, 60]. In both cases, the
deployment decision is a decisive moment. Ideally, compa-
nies should discover potential failure modes and vulnerabili-
ties before they deploy a system, and stop the deployment
process if they cannot reduce risks to an acceptable level.
But not all risks are caused by the deployment of individ-
ual models. Some risks also stem from the publication of
research, as research findings can be misused [6, 33, 60, 156,
169]. The dissemination of potentially harmful information,
including research findings, is called “infohazards” [32, 90].
Publications can also fuel harmful narratives. For example,
it has been argued that the “arms race” rhetoric is highly
problematic [39].

An ethics board could try to reduce these risks by creating
a “responsible scaling policy” [8, 63, 121], a release strategy
[118, 161, 162], or norms for the responsible publication of
research [48, 131, 155]. For example, the release strategy
could establish “structured access” as the norm for deploy-
ing powerful Al systems [155]. Instead of open-sourcing
new models, companies might want to deploy them via an
application programming interface (API), which would allow
them to conduct know-your-customer (KYC) screenings and
restrict access if necessary, while allowing the world to use
and study the model. The release strategy could also specify
instances where a “staged release” seems adequate. Stage
release refers to the strategy of releasing a smaller model
first, and only releasing larger models if no meaningful cases
of misuse are observed. OpenAl has coined the term and
championed the approach when releasing GPT-2 [162]. But
note that the approach has also been criticized [48]. The
ethics board could also create an infohazard policy. The Al
research organization Conjecture has published its policy
[90]. We expect most Al companies to have similar policies,
but do not make them public. In addition to that, the board
could oversee specific model releases and publications (not
just the abstract strategies and policies). It could serve as
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an institutional review board (IRB) that cares about safety
and ethics more generally, not just the protection of human
subjects [24, 163]. In particular, it could review the risks of
a model or publication itself, do a sanity check of existing
reviews, or commission an external review.

How much would this reduce risk? Among other things,
this depends on whether board members have the neces-
sary expertise (Sect. 4.4), whether the board’s decisions are
enforceable (Sect. 5.2), and whether they have the neces-
sary resources (Sect. 6). The decision to release a model
or publish research is one of the most important points of
intervention for governance mechanisms that are intended to
reduce risks. An additional attempt to steer such decisions
in a good direction therefore seems desirable.

2.3 Interpreting ethics principles

Many Al companies have ethics principles [69, 81], but
“principles alone cannot guarantee ethical AI” [102]. They
are necessarily vague and need to be put into practice [107,
151, 180]. An ethics board could interpret principles in
the abstract (e.g., defining terms or clarifying the purpose
of specific principles) or in concrete cases (e.g. whether a
research project violates a specific principle).® The board
could also be responsible for reviewing and updating prin-
ciples (e.g. to also acknowledge the impact of Al on animals
[159]). Moreover, it could suggest ways in which the princi-
ples could be operationalized.

Google DeepMind’s Responsibility and Safety Council
(RSC) is “tasked with helping to uphold [their] Al princi-
ples” [62]. For example, the RSC might decide that releas-
ing a model that can easily be misused would violate their
principle “be socially beneficial” [64].

But how much would interpreting ethics principles reduce
risks? It would be more effective if the principles play a
key role within the company. For example, Google’s motto
“don’t be evil’—which it quietly removed in 2018—used
to be part of its code of conduct and, reportedly, had a sig-
nificant influence on its culture [47]. A more substantive
example is Anthropic’s public—benefit statement, according
to which the company’s purpose is the “responsible devel-
opment and maintenance of advanced Al for the long-term
benefit of humanity” [11].” The statement is part of Anthrop-
ic’s certificate of incorporation, which means that it has legal
significance [109]. It is further specified in a detailed blog
post [9]. Employees could threaten to leave the company or

% When interpreting ethics principles, the board could take a risk-
based approach: the higher the risk, the more the company needs to
do to mitigate it [20, 41, 96].

7 Anthropic is incorporated as a Delaware public-benefit corporation
(PBC) [11, 109]. Directors of a PBC must balance the financial inter-
ests of the stockholders with the public benefit purpose specified in
the corporation’s certificate of incorporation.
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Fig. 1 Three potential structures of an external ethics board

engage in other forms of activism if the company violates
its principles [21].

Interpreting ethics principles would also be more effective
if the principles are public, mainly because civil society could
hold the company accountable [7, 44]. It would be less effec-
tive if the principles are mainly a PR tool. Companies might
overstate their commitment to socially or environmentally
responsible behavior. For example, they might only comply
with their principles on paper, without making substantive
changes. This practice is called “ethics washing” [25, 151,
171] or “bluewashing” [56] analog to “greenwashing” [50].
For an overview of the different concepts, see [150]. Meta’s
Oversight Board has already been accused of ethics wash-
ing (at least implicitly). It has been argued that the board
avoids controversial decisions, has not specified its approach
to content moderation, and uses poor proxies to measure suc-
cess [51]. This seems particularly problematic in light of the
board’s perceived legitimacy [51].

2.4 Taking measures against extreme risks

Some Al companies have the stated goal of building artifi-
cial general intelligence (AGI)—AI systems that achieve or
exceed human performance across a wide range of cogni-
tive tasks [3, 110]. In pursuing this goal, they may develop
and deploy Al systems that pose extreme risks [23, 40, 73].
The ethics board could be responsible for taking measures
against such risks. For example, Google DeepMind’s AGI
Safety Council “works closely with the RSC [Responsi-
bility and Safety Council], to safeguard [their] processes,
systems and research against extreme risks that could arise
from powerful AGI systems in the future” [62].% Similarly,
OpenAl has a Preparedness team which is responsible for
managing the risks from “models [they] develop in the near
future to those with AGI-level capabilities” [123].

8 Note that Google DeepMind has only shared very limited informa-
tion about its AGI Safety Council, so its precise mandate remains
opaque.

Contract 22 Individuals 22 Individuals

Contract Services

Services Company

2.5 Selecting board members

The ethics board could also be responsible for selecting
members of the company’s board of directors. The recent
scandal around some of OpenAI’s board members—who
first fired CEO Sam Altman [122] and then had to resign
themselves after internal criticisms and a public outcry
[59]—has shown how vital the selection of board members
can be. Since board members are selected by the company’s
shareholders, the ethics board would have to become a share-
holder itself. This could be achieved by creating a special
class of stock exclusively held by the ethics board.

This is essentially the structure behind Anthropic’s Long-
Term Benefit Trust [11]. The trust exclusively holds a spe-
cial class of shares (Class T) which grants it the power to
elect and remove some of the members of Anthropic's board
of directors. The number of members the trust can select
grows over time. Ultimately, the trust will be able to select
the majority of board members. For a more detailed descrip-
tion of the structure, see Sect. 3.1.

3 Structure

What should the board’s (legal) structure be? We can dis-
tinguish between internal structures (Sect. 3.1) and external
structures (Sect. 3.2). The board could also have substruc-
tures (Sect. 3.3).

3.1 External boards

The ethics board could be external, i.e. the company and
the ethics board could be two separate legal entities. The
relationship between the two entities is typically governed
by a contract.

The separate legal entity could be a nonprofit organization
(e.g. a501(c)(3)) or a for-profit company (e.g. a public-bene-
fit corporation [PBC]). The individuals who provide services
to the company could be members of the board of direc-
tors of the ethics board (Fig. 1a). Alternatively, they could

@ Springer
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Fig.2 Structure of Meta’s Oversight Board

be a group of individuals contracted by the ethics board
(Fig. 1b) or by the company (Fig. 1c). There could also be
more complex structures. For example, Meta’s Oversight
Board consists of two separate entities: a purpose trust’ and
a limited liability company (LLC) [130, 165]. The purpose
trust is funded by Meta and funds the LLC. The trustees
are appointed by Meta, appoint individuals, and manage the
LLC. The individuals are contracted by the LLC and provide
services to Facebook and Instagram (Fig. 2).

Anthropic’s Long-Term Benefit Trust (LTBT) is also
organized as a purpose trust [11]. The trust must use its
powers to responsibly balance the financial interests of
Anthropic’s stockholders with the public interest. The trust
exclusively holds a special class of stock (Class T) which
grants it the power to elect and remove some of the members
of Anthropic's board of directors. The number of members
the trust can select grows over time. Ultimately, the trust
will be able to select the majority of board members (Fig. 3).

External ethics boards have a number of advantages.
First, they can legally bind the company through the con-
tractual relationship (Sect. 5.2). This would be much more
difficult for internal structures (Sect. 3.2). Second, the board
would be more independent, mainly because it would be less
affected by internal incentives (e.g. board members could
prioritize the public interest over the company’s interests).
Third, it would be a more credible commitment because it
would be more effective and more independent. The com-
pany might therefore be perceived as being more responsi-
ble. Fourth, the ethics board could potentially contract with

A purpose trust is a special type of trust which exists to advance
some non-charitable purpose. Unlike other trusts, it has no beneficiar-
ies.
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more than one company. In doing so, it might build up more
expertise and benefit from economies of scale.

But external boards also have disadvantages. We expect
that few companies are willing to make such a strong com-
mitment, precisely because it would undermine their inde-
pendence. A notable exception is Anthropic’s Long-Term
Benefit Trust. It might also take longer to get the necessary
information and a nuanced view of the inner workings of
the company (e.g. norms and culture). In addition to that,
the terms of the contract between the ethics board and the
company are unlikely to be public, which may limit public
accountability [7]. The enforceability of contractual arrange-
ments might also be limited (Sect. 5.2).

3.2 Internal boards

The ethics board could also be part of the company. Its mem-
bers would be company employees. And the company would
have full control over the board’s structure, its activities, and
its members.

An internal board could be a team, i.e. a permanent group
of employees with a specific area of responsibility. But it
could also be a working group or committee, i.e. a tempo-
rary group of employees with a specific area of responsibil-
ity, usually in addition to their main activity. For example,
Google DeepMind’s Responsibility and Safety Council
(RSC) and AGI Safety Council seem to be committees, not
teams [62].

The key advantage of internal boards is that it is easier for
them to get information (e.g. because they have a better net-
work within the organization). They will typically also have
a better understanding of the inner workings of the company
(e.g. norms and culture). But internal structures also have
disadvantages. Senior management can fire individual board
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Fig. 3 Structure of Anthropic’s

Long-Term Benefit Trust
Purpose Trust

28 Trustees

members or shut down the entire board at their discretion.
For example, in 2021, Google fired two senior Al ethics
researchers—Timnit Gebru and Margaret Mitchell—after
they voiced concerns over a lack of diversity [59, 145]. In
2022, Twitter fired multiple members of its Ethical Al team,
essentially shutting it down [86]. It is also much harder for
internal boards to play an adversarial role and openly talk
about risks, especially when potential mitigations are in con-
flict with other objectives (e.g. profits). The board would
not have much (legal) power as its decisions can typically
not be enforced (Sect. 5.2). To have influence, it relies on
good relationships with management (if collaborative) or the
board of directors (if adversarial). Finally, board members
would be less protected from repercussions if they advocate
for unfavorable measures.

3.3 Substructures

Both internal and external boards could have substructures.
Certain responsibilities could be delegated to a part of the
ethics board.

Two common substructures are committees and liaisons.
(Note that an internal ethics board can be a committee of the
company, but the ethics board can also have committees.)
Committees could be permanent (for recurring responsibili-
ties) or temporary (to address one-time issues). For example,
the board could have a permanent “deployment committee”
that reviews model releases, or it could have a temporary
committee for advising the board on an upcoming M&A
transaction. For more information about the merits of com-
mittees in the context of the board of directors, we refer
to the relevant literature. Meta’s Oversight Board has two
types of committees: a “case selection committee” which
sets criteria for cases that the board will select for review,
and a “membership committee” which proposes new board
members and recommends the removal or renewal of exist-
ing members [129]. They can also set up other committees.
Microsoft's AETHER Committee has working groups in the
following five areas: “bias and fairness”, “intelligibility and
explanation”, “human-Al interaction and collaboration”,
“reliability and safety”, and “engineering best practices”
[101].

Liaisons are another type of substructure. Some mem-
bers of the ethics board could join specific teams or other

Grants special
class of shares

@ Anthropic

Appoint and

®#2 Board of Directors
remove oo

organizational structures (e.g. attend meetings of research
projects or the board of directors). They would get more
information about the inner workings of the company and
can build better relationships with internal stakeholders
(which can be vital if the board wants to protect whistle-
blowers, see Section 2.6). Inversely, non-board members
could be invited to attend board meetings. This could be
important if the board lacks the necessary competence to
make a certain decision (Sect. 4.4). For example, they could
invite someone from the technical safety team to help them
interpret the results of a third-party model audit. Microsoft’s
AETHER Committee regularly invites engineers to working
groups [99].

On the one hand, substructures can make the board more
complex and add friction. On the other hand, they allow
for faster decision-making because less people are involved
and group discussions tend to be more efficient. Against this
background, we expect that substructures are probably only
needed in larger ethics boards (Sect. 4.3).

4 Membership

Who should sit on the board? In particular, how should
members join (Sect. 4.1) and leave the board (Sect. 4.2)?
How many members should the board have (Sect. 4.3)?
What characteristics should they have (Sect. 4.4)? How
much time should they spend on the board (Sect. 4.5)? And
should they be compensated (Sect. 4.6)?

4.1 Joining the board

We need to distinguish between the appointment of initial
and subsequent board members. Initial members could be
directly appointed by the company’s board of directors. But
the company could also set up a special formation commit-
tee which appoints the initial board members. The former
was the case at Axon’s Al and Policing Technologies Ethics
Board [18], the latter at Meta’s Oversight Board [127]. Sub-
sequent board members are usually appointed by the board
itself. Meta’s Oversight Board has a special committee that
selects subsequent members after a review of the candidates’
qualifications and a background check [127]. But they could
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Table 1 Size of different AI

ethics boards Ethics board Members Source

Meta’s Oversight Board 22 [128]
Microsoft’s AETHER Committee 20 [115]
Axon’s Ethics & Equity Advisory Council 11 (US), 7 (UK) [19]
Axon’s Al and Policing Technologies Ethics Board 11 [18]
Google’s ATEAC 8 [172]
Anthropic’s Long-Term Benefit Trust 5 [11]
Google DeepMind’s Responsibility and Safety Council (RSC) n/a [62, 63]
Google DeepMind’s AGI Safety Council n/a [62]

also be appointed by the company’s board of directors. Can-
didates could be suggested—not appointed—by other board
members, the board of directors, or the general public. At
Meta’s Oversight Board, new members can be suggested by
other board members, the board of directors, and the general
public [127].

The appointment of initial board members is particu-
larly important. If the company does not get this right, it
could threaten the survival of the entire board. For example,
Google appointed two controversial members to the initial
board which sparked internal petitions to remove them and
contributed to the board’s failure [135]. The appointment
should be done by someone with enough time and exper-
tise. This suggests that a formation committee will often be
advisable. The board would be more independent if it can
appoint subsequent members itself. Otherwise, the company
could influence the direction of the ethics board over time.

4.2 Leaving the board

There are at least three ways in which members could leave
the board. First, their term could expire. The board’s char-
ter or bylaws could specify a term limit. Members would
leave the board when their term expires. For example, at
Meta’s Oversight Board, the term ends after 3 years, but
appointments can be renewed twice [127]. Second, members
could resign voluntarily. While members might resign for
personal reasons, a resignation can also be used to express
protest. For example, in the case of Google’s ATEAC, Ales-
sandro Acquisti announced his resignation on Twitter to
express protest against the setup of the board [8]. Similarly,
in the case of Axon’s Al and Policing Technologies Ethics
Board, 9 out of 11 members publically resigned after Axon
announced plans to develop taser-equipped drones to be used
in schools without consulting the board first [57]. Third,
board members could be removed involuntarily.

Since any removal of board members is a serious step, it
should only be possible under special conditions. In particu-
lar, it should require a special majority and a special reason
(e.g. a violation of the board’s code of conduct or charter).
To preserve the independence of the board, it should not be
possible to remove board members for substantive decisions
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they have made. Against this background, it seems highly
problematic that Google seems to have fired two senior Al
researchers after they published a critical paper [22] and
voiced concerns over a lack of diversity [59, 145].

4.3 Size of the board

In theory, the board can have any number of members. In
practice, boards have between 5 and 22 members (Table 1).
Larger boards can work on more cases, go into more detail,
and be more diverse [68]. However, it will often be difficult
to find enough qualified people, group discussions tend to be
less productive, and it is harder to reach consensus (e.g. if a
qualified majority is required). Smaller boards allow for closer
personal relationships between board members. But conflicts
of interest could have an outsized effect in smaller boards. As
a rule of thumb, the number of members should scale with the
board’s workload (“more cases, more members”).

4.4 Characteristics of members

When appointing board members, companies should at least
consider candidates’ expertise, diversity, seniority, and pub-
lic perception. Different boards will require different types
of expertise [144]. But we expect most boards to benefit
from technical, ethical, and legal expertise. For example, the
initial trustees of Anthropic’s Long-Term Benefit Trust were
selected based on their “understanding of the risks, benefits,
and trajectory of Al and its impacts on society” [11].

Members should be diverse along various dimensions,
such as gender, race, and geographical representation [68].
For example, Meta’s Oversight Board has geographic
diversity requirements in its bylaws [129]. They should
adequately represent historically marginalized communi-
ties [26, 103].

Board members may be more or less senior. By “senior-
ity”, we mean a person’s position of status which typically
corresponds to their work experience and is reflected in their
title. More senior people tend to have more subject-matter
expertise. And the board of directors and senior manage-
ment might take them more seriously. As a consequence,
it might be easier for them to build trust, get information,
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and influence key decisions. This is particularly important
for boards that only advise and are not able to make binding
decisions. However, it will often be harder for the company
to find senior people. And in many cases, the actual work is
done by junior people.

Finally, Al companies should take into account how can-
didates are publicly perceived. Some candidates might be
“celebrities”—public figures who have achieved a certain
reputation in the Al community. They would add “glamor”
to the board, which the company could use for PR reasons.
Inversely, appointing highly controversial candidates (e.g.
who express sympathy to extreme political views) might put
off other candidates and undermine the board’s credibility.

4.5 Time commitment

Board members could work full-time (around 40 h per
week), part-time (around 15-20 h per week), or even less
(around 1-2 h per week or as needed). None of the existing
(external) boards seem to require full-time work. Members
of Meta’s Oversight Board work part-time [85]. And mem-
bers of Axon’s Al and Policing Technologies Ethics Board
only had two official board meetings per year, with ad-hoc
contact between these meetings [18].

The more time members spend working on the board, the
more they can engage with individual cases. This would be
crucial if cases are complex and stakes are high (e.g. if the
board supports pre-deployment risk assessments). Full-time
board members would also get a better understanding of the
inner workings of the company. For some responsibilities,
the board needs this understanding (e.g., if the board reviews
the company’s risk management practices). However, we
expect it to be much harder to find qualified candidates who
are willing to work full-time because they will likely have
existing obligations or other opportunities. This is exacer-
bated by the fact that the relevant expertise is scarce. And
even if a company finds qualified candidates who are willing
to work full-time, hiring several full-time members can be
a significant expense.

4.6 Compensation

Serving on the ethics board could be unpaid. Alternatively,
board members could get reimbursed for their expenses
(e.g., for traveling or for commissioning outside expertise).
For example, Axon paid its board members $5000 per year,
plus a $5000 honorarium per attended board meeting, plus
travel expenses [18]. It would also be possible to fully com-
pensate board members, either via a regular salary or hono-
rarium. For example, it has been reported that members of
Meta’s Oversight Board are being paid a six-figure salary

[85].Not compensating board members or only reimbursing
their expenses is only reasonable for part-time or light-touch
boards. Full-time boards need to be compensated. Other-
wise, it will be extremely difficult to find qualified candi-
dates. For a more detailed discussion of how compensation
can affect independence, see Section 6.1.

5 Decision-making

In some cases, the ethics board may provide advice via infor-
mal conversations. But in most cases, it will make formal
decisions. For example, Meta’s Oversight Board needs to
decide what content to take down [129], while Google Deep-
Mind’s Responsibility and Safety Council (RSC) needs to
decide whether a research project violates their Al principles
[62, 63]. It is therefore important to specify how the board
should make decisions (Section 5.1) and to what extent its
decisions should be enforceable (Section 5.2).

5.1 Decision-making process

We expect virtually all boards to make decisions by vot-
ing. This raises a number of procedural questions. Table 2
contains an overview of the key design choices and options
for designing a voting process. Some of the questions might
seem like formalities, but they can significantly affect the
board’s work. For example, if the necessary majority or the
quorum are too high, the board might not be able to adopt
certain decisions. This could bias the board toward inaction.
Similarly, if the board is not able to convene ad hoc meetings
or only upon request by the company, it might not be able to
respond adequately to emergencies.

5.2 Enforceability of decisions

Another question is to what extent the board’s decisions
should be enforceable. Decisions are enforceable if the com-
pany has a legal obligation to follow them and the board
can take legal actions to force the company to fulfill its
obligation.

There are different ways in which obligations can arise.
The company could enter into a contract with the board and
agree to follow the board’s decisions. Such a contract exists
between Meta and the Oversight Board (Figure 2). Alterna-
tively, the company could create a special class of stock that
grants the stockholder certain rights against the company.
This is the case with Anthropic’s Long-Term Benefit Trust
(Figure 3). It would also be conceivable that the company
amends its charter to grant the board certain rights, but we
are not aware of any precedent for such a construct.
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Table 2 Overview of design choices and options for decision-making

Design choices Options
What majority should be necessary to adopt a deci- — Absolute majority (i.e. a decision is adopted if it is supported by more than 50% of
sion? votes)

— Qualified majority (e.g. unanimous vote or 67% majority)
— Plurality or relative majority (i.e. a decision is adopted if it gets more votes than any
other but does not receive more than half of all votes cast)

— The majority could be calculated based on the total number of board members (e.g. if
the board has 10 members, 6 votes would constitute a simple majority), or the number
of members present (e.g. if 7 members are present, 4 votes would constitute a simple
majority [129])

Who should be able to vote? — All board members

— Only some board members (e.g. members of a subcommittee can vote on issues related
to that subcommittee [129])

— Non-board members (e.g. the board could ask external experts to advise on specific
issues and grant them temporary voting rights for this particular issue)

How much should a vote count? — “One person, one vote” (most common)

— Quadratic voting (i.e. individuals are able to express the degree of their preferences,

rather than just the direction of their preferences [89, 137])

What should the minimum number of members — The quorum can be everything between one and all board members (though there
necessary to vote be (“quorum”)? might be legal requirements for some external structures)
— A natural quorum is the number of board members who could constitute a majority
(e.g. more than 50% of board members if a simple majority is sufficient)
— It is also possible to have a different quorum for different types of decisions

How should the board vote? — Paper ballots
— Show of hands
— Postally
— Electronically (e.g. using a voting app)

Should abstention be permitted? — Always or never permitted
— Permitted for some decisions
— Mandatory (e.g. for conflicts of interests)

Should proxy voting be permitted (i.e. asking some-  — Always or never permitted [129]
one else to vote on one’s behalf)? — Permitted under certain circumstances (e.g. in the event of illness)
— Permitted for certain decisions (e.g. less consequential decisions)
— Permitted upon request

How often should the board meet to vote? — Periodically (e.g. weekly, monthly, quarterly, or annually)
— Ad hoc basis (e.g. at the board’s discretion, upon request by the company, or based on
a catalog of special occasions)
— A combination of both

Should board meetings be held in person or — Always in person (but exceptions may be allowed [129])
remotely? — Always remotely
— A combination of both
How should board meetings be prepared and con- — Who can convene a board meeting (e.g. only the chair)?
vened? — What is the notice period (e.g. eight weeks in advance for in-person meetings and two

days for remote meetings [129])?

— How should members be invited (e.g. written notice [129])?

— What should the invitation entail (e.g. the date, time, location, and purpose of the
meeting [129])?

— Do members need to indicate if they will attend (e.g. they may be required to acknowl-
edge receipt of the notice and indicate their attendance in a timely fashion [129]?

How should decisions be documented and commu- — What exactly should be documented and communicated (e.g. the minutes of the meet-
nicated? ing [129] or only a summary [172])?
— Who should get access to the documentation (e.g. the board of directors, senior man-
agement, the entire company, or the public)?
— When should decisions be communicated (e.g. within one week [129]?
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But even if an obligation for the company exists, the
board might still not be able to force the company to fulfill
it. Contractual obligations are typically not enforceable. If
the company refuses to fulfill its contractual obligations, it
would only have to pay compensation. The board could not
force the company to follow its decisions. The situation is
different if the obligations arise from company law. If the
company grants the board certain rights by creating a special
class of stock or by amending its charter, the board’s deci-
sions would typically be enforceable.'?

Boards whose decisions are legally enforceable would
likely be more effective. They would also be a more cred-
ible commitment to safety and ethics. However, we expect
that many companies would oppose creating such a power-
ful ethics board, mainly because it would undermine their
power. Against this background, the design of Anthropic’s
Long-Term Benefit Trust (LTBT) is highly commendable.

But even if the board’s decisions are not legally enforce-
able, there are non-legal means that can incentivize the com-
pany to follow the board’s decision. For example, the board
could make its decisions public, which could spark a public
outcry. One or more board members could resign, which
might lead to negative PR [135]. Employees could also leave
the company (e.g. via an open letter), which could be a seri-
ous threat, depending how talent-constraint the company
is [44]. Finally, shareholders could engage in shareholder
activism [44].

6 Resources

What resources does the board need? In particular, how
much funding does the board need and where should the
funding come from (Sect. 6.1)? How should the board get
information (Sect. 6.2)? And should it have access to outside
expertise (Sect. 6.3)?

6.1 Funding

The board might need funding to pay its members' salaries
or reimburse expenses (Sect. 4.6), to commission outside
expertise (e.g. third-party audits or expert consulting), or
to organize events (e.g. in-person board meetings). Funding
could also allow board members to spend their time on non-
administrative tasks. For example, the Policing Project pro-
vided staff support, facilitated meetings, conducted research,
and drafted reports for Axon’s former Al and Policing Tech-
nologies Ethics Board [136]. How much funding the board

10 We wish to emphasize that there are substantial differences
between jurisdictions. It is therefore difficult to make any conclusive
statements about the enforceability of decisions.

needs varies widely—from essentially no funding to tens of
millions of dollars. Funding could come from the company
(e.g. directly or via a trust) or philanthropists. Other funding
sources do not seem plausible (e.g. state funding or research
grants).

The board’s independence could be undermined if fund-
ing comes directly from the company. The company could
use the provision of funds as leverage to make the board take
decisions that are more aligned with its interests. A more
indirect funding mechanism therefore seems preferable. For
example, Meta funds the purpose trust for multiple years in
advance [125].

6.2 Information

What information the board needs is highly context-specific
and mainly depend on the board’s responsibilities (Sect. 2).
The board’s structure determines what sources of infor-
mation are available (Sect. 3). While internal boards have
access to some information by default, external boards have
to rely on public information and information the company
decides to share with them. Both internal and external
boards might be able to gather additional information them-
selves (e.g. via formal document requests or informal coffee
chats with employees).

Getting information from the company is convenient for
the board, but the information might be biased. The company
might—intentionally or not—withhold, overemphasize, or
misrepresent certain information. The company could also
delay the provision of information or present them in a way
that makes it difficult for the board to process (e.g. by hiding
important information in long documents). To mitigate these
risks, the board might prefer gathering information itself.
In particular, the board might want to build good relation-
ships with a few trusted employees. While this might be
less biased, it would also be more time-consuming. It might
also be impossible to get certain first-hand information (e.g.
protocols of past meetings of the board of directors). It is
worth noting that not all company information is equally
biased. For example, while reports by management might
be too positive, whistleblower reports might be too negative.
The most objective information will likely come from the
internal audit team and external assurance providers [146].
In general, there is no single best information source. Boards
need to combine multiple sources and cross-check important
information.

6.3 Outside expertise
The board may want to harvest three types of outside exper-
tise. First, it could hire a specialized firm (e.g. a law or con-

sulting firm) to answer questions that are beyond its exper-
tise (e.g. whether the company complies with the NIST Al
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Risk Management Framework [117]). Second, it could hire
an audit firm (e.g. to audit a specific model, the company’s
governance, or its own practices). Third, it could build aca-
demic partnerships (e.g. to red-team a model).

It might make sense for the ethics board to rely on outside
expertise if they have limited expertise or time. They could
also use it to get a more objective perspective, as information
provided to them by the company can be biased (Sect. 6.2).
However, the company might use the same sources of out-
side expertise. For example, if a company is open to a third-
party audit, it would commission the audit directly (why
would it ask the ethics board to do it on its behalf?). In such
cases, the ethics board would merely “double-check” the
company’s or the third party’s work. While the added value
would be low, the costs could be high (especially for com-
missioning an external audit or expert consulting).

7 Conclusion

In this paper, we have identified key design choices that Al
companies need to make when setting up an ethics board
(RQ1). For each of them, we have listed different options
and discussed how they would affect the board’s ability to
reduce risks from Al (RQ2). Table 3 contains a summary of
the design choices and options we have covered.

Throughout this paper, we have made four key claims.
First, ethics boards can take many different shapes. Since
most design choices are highly context-specific, it is very
difficult to make abstract recommendations—there is no
one-size-fits-all. Second, ethics boards do not have an origi-
nal role in the corporate governance of Al companies. They
do not serve a function that no other organizational structure
serves. Instead, most ethics boards support, complement, or
duplicate existing efforts. While this reduces efficiency, an
additional safety net seems warranted in high-stakes situa-
tions. Third, merely having an ethics board is not sufficient.
Most of the value depends on its members and their will-
ingness and ability to pursue its mission. Thus, appointing
the right people is crucial. Inversely, there is precedent that
appointing the wrong people can threaten the survival of the
entire board. Fourth, while some design choices might seem
like formalities (e.g. when the board is quorate), they can
have a significant impact on the effectiveness of the board
(e.g. by slowing down decisions). They should not be taken
lightly.

The paper has made several contributions to the academic
literature. First, it has provided a working definition of the
term “Al ethics board”. The previous lack of such a defini-
tion is yet another illustration of how understudied the sub-
ject is. Second, the paper has identified, categorized, and
discussed key design choices Al companies have to make
when setting up an ethics board. While this is clearly of
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practical relevance, it also sets the foundation for theoretical
explorations of specific design choices. Scholars can build
on our framework to analyze existing ethics boards or sug-
gest novel designs. Third, our work can be seen as a case
study within the emerging field of the corporate governance
of Al [44]. Finally, although we have focused on Al ethics
boards, our findings can also enrich the academic debate
regarding ethics boards more generally (e.g. to promote ESG
goals [141, 170]).

At the same time, the paper left many questions unan-
swered. In particular, our list of design choices is not com-
prehensive. For example, we did not address the issue of
board oversight. If an ethics board has substantial powers,
the board itself also needs adequate oversight. A “meta over-
sight board”—a central organization that oversees various
Al ethics boards—could be a possible solution. Apart from
that, our list of potential responsibilities could be extended.
For example, the ethics board could also oversee and coor-
dinate responses to model evaluations. If certain dangerous
model capabilities are detected [157], the company may
want to contact government [112] and coordinate with other
Al companies to pause capabilities research [2]. We wish to
encourage scholars to contribute to the development of best
practices in Al ethics, governance, and safety [149, 168].
Although it is crucial to remain independent and objective,
scholars may benefit from direct collaborations with Al
companies.

We wish to conclude with a word of caution. Setting up
an ethics board is not a silver bullet—*"“there is no silver
bullet” [35]. Instead, it should be seen as yet another mecha-
nism in a portfolio of mechanisms.

Appendix: Other responsibilities

In Section 2, we have listed five responsibilities that existing
Al ethics boards have. But this list was clearly not compre-
hensive. An ethics board could also support risk assessments
(Appendix A), review the company’s risk management prac-
tice (Appendix B), or serve as a contact point for whistle-
blowers (Appendix C).

A. Supporting risk assessments

By “risk assessment”, we mean the identification, analy-
sis, and evaluation of risks [78, 79]. Assessing the risks of
state-of-the-art Al systems is extremely difficult for at least
four reasons. First, the risk landscape is highly complex and
evolves rapidly. For example, the increasing use of so-called
“foundation models” [30] might lead to new diffuse and sys-
temic risks (e.g. threats to epistemic security [151]). Second,
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Table 3 Summary of key design choices when setting up an Al ethics board

Design choices Options Sections
What responsibilities should the board have? — Providing advice to leadership Sect. 2.1
— Overseeing the development and deployment process Sect. 2.2
— Interpreting ethics principles Sect. 2.3
— Taking measures against extreme risks Sect. 2.4
— Selecting board members Sect. 2.5

What should its legal structure be?

— The board could be a separate legal entity that contracts with the company (exter-  Sect. 3.1

nal board)
— It could also be part of the company (internal board) Sect. 3.2
— Should it have substructures (e.g. committees)? Sect. 3.3
Who should sit on the board? — How should initial and subsequent members be appointed? Sect. 4.1
— How should they leave the board? Sect. 4.2
— How many members should the board have? Sect. 4.3
— What characteristics should they have? Sect. 4.4
— How much time should they spend on the board? Sect. 4.5
— Should they be compensated? Sect. 4.6
How should the board make decisions? — What decision-making process should the board use? Sect. 5.1
— To what extent should its decisions be enforceable? Sect. 5.2

What resources does the board need?

— How much funding does the board need and where should the funding come from? Sect. 6.1

— How should the board get information? Sect. 6.2

— Should the board have access to outside expertise? Sect. 6.3

defining normative thresholds is extremely difficult: What
level of risk is acceptable? How fair is fair enough? Third,
in many cases, Al companies are detached from the people
who are most affected by their systems, often historically
marginalized communities [26, 103]. Fourth, risk assess-
ments might become even more difficult in the future. For
example, systems might become capable of deceiving their
operators and only “pretending” to be safe in a testing envi-
ronment [116, 132].

The ethics board could actively contribute to the differ-
ent steps of a risk assessment. It could use a risk taxonomy
to flag missing hazards [174], comment on a heatmap that
illustrates the likelihood and severity of a risk [77], or try
to circumvent a safety filter [140]. It could also commission
a third-party audit [34, 55, 105, 106, 138, 139] or red team
[58, 133]. It could report its findings to the board of direc-
tors which would have the necessary power to intervene.
Depending on its power, it might even be able to veto or at
least delay deployment decisions.

Some companies already take extensive measures to
assess risks before deploying state-of-the-art Al systems [8,
63, 121]. However, the responsible teams will often have
incentives to focus on day-to-day operations, rather than
thinking about thorny ethical questions. It therefore seems
desirable to have an additional “layer of defense”, espe-
cially when dealing with catastrophic risks. The underlying

concept is called “defense in depth” [46]. But supporting
risk assessments could also have negative effects. If other
teams rely on the board’s work, they might assess risks
less thoroughly. This would be particularly problematic if
the board is not able to do it properly (e.g. it can only per-
form sanity checks). But this effect could be mitigated by
clearly communicating expectations and creating appropri-
ate incentives.

B. Reviewing risk management practices

Instead of or in addition to supporting specific risk assess-
ments (Appendix B), the ethics board could review the com-
pany’s risk management practices more generally. Risk man-
agement practices at Al companies seem to be less advanced
compared to other industries like aviation [76]. “They might
look good on paper, but do not work in practice” [146].
There are not yet any established best practices and com-
panies rarely adhere to best practices from other industries
(though the last few months have been very promising). And
practices that companies develop themselves might not be as
effective. For example, there might be blind spots for certain
types of risks (e.g. diffuse or systemic risks) or they might
not account for cognitive biases (e.g. availability bias or
scope neglect 178).
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The ethics board could assess the adequacy and effective-
ness of the company’s risk management practices. It could
assess whether the company complies with relevant regula-
tions [148], standards [80, 117], or its own policies and pro-
cesses. It could also try to find flaws in a more open-ended
fashion. Depending on its expertise and capacity, it could do
this on its own (e.g. by reviewing risk-related policies and
interviewing people in risk-related positions) or commission
an external review of risk management practices (e.g. by an
audit firm [104]). It could report their findings directly to the
risk committee of the board of directors and the chief risk
officer (CRO) who could make risk management practices
more effective.

It is worth noting that some companies already have a
function which is responsible for assessing the adequacy
and effectiveness of their risk management practices: inter-
nal audit [146, 147]. If the company already has an internal
audit function, the additional value of an ethics board with
similar responsibilities would be limited. It would merely
provide an additional defense layer [146]. However, if the
company does not have an internal audit function, the added
value of an ethics board could be significant. Without a
deliberate attempt to identify ineffective risk management
practices, some limitations will likely remain unnoticed
[146]. But the value ultimately depends on the individuals
who conduct the assessment and their ability and willing-
ness to identify ineffective risk management practices [146].
This might be problematic because conducting these kinds
of assessments requires a rare combination of specific exper-
tise and character traits (e.g. objectivity, truth-seeking, and
epistemic honesty) [146] that not many board members will
have (Section 4.4). Assessing risk management practices is
also very time-consuming, so a part-time board might not
be able to do it properly (Section 4.5). Both issues should be
taken into account when appointing members.

C. Contact point for whistleblowers

Detecting misconduct is often difficult: it is hard to observe
from the outside, while insiders might not report it because
they face a conflict between personal values and loyalty [53,
83] or because they fear negative consequences [28]. For
example, an engineer might find a severe safety flaw, but
the research lead wants to release the model nonetheless and
threatens to fire the engineer if they speak up. In such cases,
whistleblower protection is vital.

An ethics board could protect whistleblowers by provid-
ing a trusted contact point. The ethics board could report
the case to the board of directors, especially the board
risk committee, which could engage with management to
address the issue. It could also advise the whistleblower on
steps they could take to protect themselves (e.g. seeking
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legal assistance) or to do something about the misconduct
(e.g. leaking the information to the press or a government
agency). Although whistleblowers also need external com-
munication channels (e.g. to a regulator or a civil society
organization) [54], this paper only focuses on internal
channels.

The ethics board would be more trustworthy than other
organizational units (at least if it is independent from man-
agement). But since it would still be part of the company
(Section 3.2), or at least in a contractual relationship with
it (Section 3.1), confidentiality would be less of a prob-
lem. This can be particularly important if the information
is highly sensitive and its dissemination could be harmful
in itself [14, 32, 169]. The ethics board can only serve this
role if employees trust the ethics board, they know about
the board’s commitment to whistleblower protection, and
at least one board member needs to have relevant expertise
and experience. The board also needs rules and procedures
to protect whistleblowers while also preserving transpar-
ency of process. Striking this balance seems difficult, but
it has worked in the past. For example, Frances Haugen,
a whistleblower at Facebook, informed Meta’s Oversight
Board that Facebook has repeatedly lied to the board and
the public (though she only did this after resigning) [93]. For
more information on the drivers of effective whistleblowing,
we refer to the relevant literature [12, 114]. Anecdotally,
whistleblowing within large Al companies has had some
successes, though it did not always work [44]. Overall, this
role seems very promising, but the issue is highly delicate
and could easily make things worse.
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